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Abstract. Change-vector analysis in multi-temporal space is a powerful tool to
analyse the nature and magnitude of land-cover change. The change vector
compares the difference in the time-trajectory of a biophysical indicator for
successive time periods. This change detection method is applied to three
remotely-sensed indicators of land-surface conditions—vegetation index, surface
temperature and spatial structure—in order to improve the capability to detect
and categorize subtle forms of land-cover change. It is tested in a region of West
Africa, using multi-temporal Local Area Coverage imagery obtained by the
Advanced Very-High Resolution Radiometer on NOAA-9 and NOAA-11 orbit-
ing platforms. The three indicators show a low degree of redundancy and detect
different land-cover change processes, which operate at different time scales.
Change vector analysis is being developed for application to the land-cover
change product to be produced using NASAS Moderate-Resolution Imaging
Spectroradiometer instrument, scheduled for flight in 1998 and 2000 on EOS-AM
and -PM platforms.

1. Introduction
The land surface has considerable control on the planet’s energy balance,

biogeochemical cycles and hydrologic cycle, which in turn significantly influence the
climate system. Changes in land cover are driven by five categories of causes: (1)

long-term natural changes in climatic conditions, (2) geomorphological and ecologi-
cal processes such as soil erosion and vegetation successions, (3) human-induced
alterations of vegetation cover and landscapes, such as deforestation and land
degradation, (4) interannual climatic variability, which affects primarily arid and
semiarid regions, and might lead to recurrent periods of droughts accompanied by
modifications in the vegetation cover, annual primary production and the hydrologic
cycle and (5) hypothetically, human-induced climatic changes through an enhance-
ment of the greenhouse effect. These fundamentally different processes also have
very different effects on ecosystems and human activities, occur at different rates,

and are characterized by varying degrees of reversibility. Therefore, not only is there
a need for a global assessment of the changes in land-cover (IGBP 1990, Anony-
mous 1992), but also the exact processes of changes should be identified and
categorized, to allow eventually for an ecological modelling of changes in surface
conditions on a global scale. Particularly important is the discrimination between the
human-induced changes and naturally-induced changes, since the first ones occur at
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rates which are unprecedented in natural conditions and are likely to increase in
importance if not controlled and/or mitigated by policy interventions. The potential
of remote sensing to detect and categorize these changes at a global scale is widely
recognized today (e.g. Townshend et al. 1991), thanks to its characteristics of scale.

global coverage and temporal frequency of observation.
In this paper, we apply a change detection method described by Lambin and

Strahler (1994) to different remotely-sensed indicators of land-surface conditions in
order to improve the capability to detect and categorize subtle forms of land-cover
changes. This method is designed for high temporal resolution data, such as those of
NOAAS Advanced Very High Resolution Radiometer (AVHRR). It is developed in
the context of the land-cover change product to be produced using NASA’s
Moderate Resolution Imaging Spectroradiometer (MODIS). an instrument planned
for flight on the EOS-AM and -PM platforms in 1998, 2000, and beyond.

2. Change detection method
The land-cover change detection approach which is applied in this paper is based

on a comparison of the temporal development curve, or time-trajectory, for
successive years of remotely-sensed indicators derived from high temporal resolution
data. such as those from AVHRR. When the time trajectory of these indicators over
a particular pixel departs from that expected for that pixel, a process of land-cover
change can be detected. The expected time trajectory can be derived from the past
history of that pixel. In addition to allowing an unambiguous detection of abrupt
changes in land-cover types, this multi-temporal approach is more sensitive to subtle
changes in seasonality and ecosystem dynamics than the more classic approaches,
for which only a few isolated dates from different years or seasons are compared.

The seasonal dynamic of a remotely-sensed indicator can be represented by a

point in a multi-dimensional space, with the number of dimensions of this space
corresponding to the number of observations n. These observations will either
correspond to the maximum values of the indicator for prespecified compositing
periods, or the results of a sampling through time of a continuous function that
describes the shape of the time-trajectory of the indicator. The value taken by the
indicator under consideration can be represented, for each pixel, by a point in the
n-dimensional temporal space and is defined by a vector. The magnitude of this
vector measures the accumulated value of the indicator through the year. The
direction of this vector is a synthetic quantifier of the seasonal pattern of the
indicator. i.e. the shape of the curve (Lambin and Strahler 1994). Every year the
coordinates of the position of any pixel in the multi-dimensional temporal space can
be observed. Any change in the accumulated value and~or in the seasonal dynamic
of the indicator between successive years will result in a displacement of the pixel’s
point in the multi-dimensional space. This difference in position can be described by
a change vector. The magnitude of the change vector measures the intensity of the
change in land cover. It is calculated as the Euclidean distance between two points in
the n-dimensional temporal space:

[:1(1’-’2)’1”2
where 11 and 12 are the year I and year 2 pixel values for the indicator I and i is the
observation period during the year (e.g.. for monthly composites, n = 12). The
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direction of the change vector indicates the nature of the land-cover change process.
The main directions for a multi-temporal data set can be assessed using principal
components analysis on the components of the change vectors (Lambin and Strahler
19

3.
3.

)4).

Indicators of land-cover change
Vegetation index approach

Lambin and Strahler (1994) tested this technique using normalized difference
vegetation index data (NDVI) calculated from AVHRR data, over an area in West
Africa. The NDVI is simply calculated for AVHRR data as (Band 2 – Band 1)/

(Band 2+ Band 1). Multi-temporal NDVI data have been the main focus of most
coarse-scale applications both for land-cover mapping applications (Norwine and
Greegor 1983, Tucker et al. 1985, Thomas and Henderson-Sellers 1987, Townshend
et al. 1987, Lloyd 1990, Loveland et al. 1991) and for land-cover change analysis

(Malingreau et a/. 1985, Malingreau 1986, Nelson and Holben 1986, Tucker et al.
1986, Hellden and Eklundh 1988, Malingreau et al. 1989, Hellden 1991, Tucker et al.
199 1). Empirical studies, at a variety of spatial scales and in different ecosystems,
have successfully correlated vegetation indices with variables related to (1) canopy
quantities (green biomass, leaf area index, above-ground biomass, per cent canopy
cover, etc.), (2) state of the vegetation (stress, vigor, chlorophyll content, etc.), (3)
solar radiation interaction with plant canopies (intercepted and absorbed photo-
synthetically active radiation, etc.), (4) vegetation moisture (leaf water content,
water satisfaction index, plant canopy water stress, etc.), (5) ecological variables
(rainfall, potential and actual accumulated evapotranspiration, surface temperature)

and (6) instantaneous rates associated with the activity of the vegetation (rates of
photosynthesis and transpiration, minimum canopy inverse resistance to transpi-
ration loss, net carbon dioxide exchange rate). For this last group of interpretations,
time integrals of vegetation index data can provide estimates of primary production
or above-ground total dry-matter accumulation. Seasonal variations of vegetation
indices can be interpreted in terms of vegetation phenology (Justice et al. 1985) or, at
a coarser spatial scale, biome seasonality and dynamics (Malingreau 1986).

While previous studies have largely emphasized the use of vegetation indices, it
has been recognized that this is merely one approach to land cover) land-cover
change analysis (Justice 1986). Other remotely-sensed measures, including, for
example, thermal or spatial information may prove equally as important. In
particular, for land-cover change detection and categorization, it can be expected
that the interannual comparison of temporal development curves of a variety of
independent remotely-sensed indicators will yield a greater accuracy than the
analysis of a vegetation index alone. New change indicators will be helpful only if
they satisfy to the following criteria. (1) Their information content should not be
redundant with that of vegetation indices; rather, it should be complementary and
reveal new aspects of land-cover changes. (2) They should have a clear biophysical
or ecological meaning in order to facilitate the interpretation of remotely-sensed
change information in terms of land-cover change processes. (3) It should be
possible to derive them from remotely-sensed data at the same temporal frequency
and spatial scale as the vegetation index data—ideally, from the same sensor or
platform. In addition to the NDVI, two other candidate indicators will be examined
in this paper: surface temperature and spatial structure.
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3.2. Land-surface temperature
While vegetation indices are calculated from measures of reflected energy,

satellite sensors can also detect the energy emitted by the surface. Several studies
have shown that land-surface temperature (T,) can be derived from AVHRR thermal
channels (channels 4 and 5) using a split-window algorithm (e.g. Price 1984, Wan
and Dozier 1989, Becker and Li 1990, Vidal 1991). Land-surface temperature is
related, through the surface energy balance equation, to surface moisture availability
and evapotranspiration, as a function of latent heat flux (e.g. Carlson et al. 1981,

Price 1982, Seguin and Itier 1983, Taconet et al. 1986). A few empirical studies have
demonstrated the potential of these data for land cover/land-cover change analysis.
For instance, AVHRR channel 3, which is sensitive to a combination of reflected and
emitted radiation, has been used to detect forest disturbances (Tucker et al. 1984),
and to locate the boundary between shrub, tree and woodland savanna in West
Africa (Malingreau et al. 1989) or between savanna and forest in Central Africa
(Justice and Kendall, forthcoming). Land surface temperature data, derived from
the thermal infrared AVHRR channels, have also been used to map the boundary
between tropical rain forest and savanna vegetation (Achard and Blasco 1990).
There is, however, a need for a better understanding of the biophysical factors that

determine the response of vegetation in the thermal region of the spectrum at coarse
spatial resolutions.

3.3. Spatial structure of the landscape

Patterns of surface spatial structure have a rich information content drawn from
the land cover types and the processes of land-cover change. Certain categories of
changes in human land use tend to fragment the landscape, such as those associated
with expansion of extensive agricultural exploitation, deforestation driven by small-
scale logging or farming activities, overgrazing, desertification around deep wells,
growth of human settlements or urbanization. Other land-use changes increase

landscape homogeneity, such as large-scale intensive cultivation or ranching. Indeed,
the degree of landscape homogeneity/heterogeneity depends on the scale of analysis.
The important contribution of spatial heterogeneity to ecological stability and as a

controlling variable for key ecological processes is well established. Consideration of
spatial patterning and the spatial dynamic of landscape have received increased
attention during the past decade, as demonstrated by the development of a new field
known as landscape ecology (for a review, see Turner 1989). Another reason to
monitor changes in spatial structure of landscapes is that the accurate parametriza-
tion of surface processes for climate modelling requires a knowledge of the actual
degree of spatial variability at the subgrid scale of some land-surface data
(Henderson-Sellers and Pitman 1992).

While remote sensing studies of land cover at coarse spatial scales have largely
exploited the temporal and, to a lesser extent, the spectral information, the spatial
domain has often been ignored. This is understandable since global or continental
AVHRR data in long time series have only been available at the Global Area
Coverage (GAC) or Global Vegetation Index (GVI) resolutions, both of which suffer
from artificially-introduced spatial contrast due to the spatial undersampling inher-

ent to these data (Belward and Lambin 1990). Today however, AVHRR data are
increasingly available at the full 1.1 km resolution, referred to as Local Area Average
(LAC) and High Resolution Picture Transmission (HRPT) data. Even though a high
sensor-induced spatial autocorrelation has been observed at this resolution (Belward
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and Lambin 1990), a study based on these data has shown that different ecological
zones exhibit different detectable spatial characteristics at that scale (Belward 1992).
Moreover, Vogt (1992) has analysed the seasonal change in spatial structure of a
West African landscape, showing that there is a marked seasonal cycle in the spatial
structure of NDVI, surface temperature, and albedo, and that zones of ecological
transition have an identifiable seasonal dynamic in spatial structure. Therefore, the
interannual changes in the time-trajectory of an indicator of spatial structure may

provide important information on land-cover change processes. This would require
a good understanding of the relation between landscape structure and spatial

resolution (Woodcock and Strahler 1987).

4. Data
We have tested the application of the change detection method described in

Lambin and Strahler (1994) to the three remotely-sensed indicators discussed in the
previous section—vegetation index, surface temperature and spatial structure—and
have compared the change intensities and change categories detected by these three
measures. Our test was based on AVHRR LAC data over an area in West Africa.

4.1. Study area
A subscene of 512 pixels by 512 pixels of LAC AVHRR data covering a region

across Mali, Senegal and Guinea was selected (figure 1) (Gr&goire 1990). This area
includes several watersheds from the Niger, Senegal, and Gambia River systems, as

well as the northern edge of the Fouta Djallon, southwest of the scene. Precipitation
varies from about 1800 mm in the Fouta Djallon to 750 mm in the north of the
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scene. The rainy season normally occurs from June to early October, but is shorter
and starts later in the north. The area belongs to the Sudanian phytogeographic
zone and, in the northern part, to the Sahelian domain. In the south, the vegetation

type is open forest dominated by deciduous and semideciduous species with an
herbaceous stratum, ranging to tree and shrub savannas. To the north, the
herbaceous stratum dominates the landscape. The combined effect of vegetation

type and climatological zoning leads to north–south variations in vegetation

phenology. Vegetation senescence occurs earlier and more rapidly on the northern
grass savanna than on the southern woody savanna and open forest. The patterns of
vegetation growth vary similarly with vegetation types and the timing of the rains
(ORSTOM 1991).

4.2. Meteorological data
Land-cover changes were analysed between two hydrological years (from July to

June 1987/88 and 1988/89). The main interannual changes which are expected to
occur in such a short interval of time are differences in the timing of vegetation
activity driven by interannual variations in rainfall distribution. Monthly meteor-
ological data for these two years were available for three different stations along the
Faleme watershed, which occupies a large part of the AVHRR subscene. The rainfall
and hydrological data reveal the following interannual differences (figure 2)
(ORSTOM 1991):

(1) The second hydrological year (1988/89) was characterized by an earlier and
more intense start of the rainy season, with a maximum in precipitation
occurring in July compared to August for the first year.

(2) During the second hydrological year (1988/89), the month of October, at the
end of the rainy season, was drier than the same period for the first year.

It should also be noted that a high spatial variability in rainfall distribution is typical
of Sahelo-Sudanian regions (Flitcroft et al. 1989). The network of meteorological
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Figure 2. Monthly rainfall data at three stations in the Faleme watershed for two
hydrological years.
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stations is too sparse to grasp accurately the spatial variations in rainfall distribution
throughout the area.

4.3. Remotely-sensed data

The multiyear AVHRR LAC multitemporal data used in this study were

assembled and pre-processed by the Monitoring Tropical Vegetation group, at the
Joint Research Center (Ispra, Italy). Data were acquired by the NOAA-9 and, after
November 1988, NOAA- 11 satellites. NOAA-11 has an earlier equatorial crossing
time than NOAA-9. The resulting change in solar zenith angles, as well as
differences in pre-launch calibration characteristics, were compensated for when
calculating apparent at-satellite reflectance, by using corrections for the Sun-zenith
angle, the Sun-Earth distance and the spectral response function of the sensor. For
the visible and near-infrared channels, inflight calibration coefficients derived by
Holben et al. (1990) were used. These calculations were performed using the
NEWTAN software described in Vogt (1990). The calculated reflectance is a
standardized value which allows a comparative analysis of values measured by
different radiometers.

The data included one hundred relatively cloud- and smoke-free, near-nadir view
images that were selected from the July 1987 to June 1989 period. The data were

geometrically corrected to a master image using ground control points and accu-
rately co-registered manually. Accurate registration is a key factor for successful
detection of nonspurious changes in land-cover (Townshend et al. 1992). Three
indicators were produced from the data:

(1) The normalized difference vegetation index (NDVI) was calculated from
AVHRR channels 1 and 2. The atmospheric contamination and directional
reflectance effects were reduced from the annual NDVI data series using the
maximum-value composite technique (Holben 1986), with a one-month
compositing period. This technique failed to remove all clouds, especially
during the rainy season. The August composites for the two years were still
largely contaminated by cloud formations and were removed from the

subsequent analysis. Some other monthly composites had a few remaining
clouds.

(2) The surface temperature (T,) was derived from the brightness temperatures
in AVHRR channels 4 and 5 as corrected for the gain, offset and sensor-
nonlinearity of the AVHRR (Vogt 1990). The split window technique was

applied using the algorithm and the coefficients described in Price (1984).
This technique performs a correction for localized atmospheric variations,
but does not take into account the possible effects of emissivity variations of
land surfaces. The T, data were also composite, with a one-month period,
using the maximum T, criteria. This assumes that clouds always have a lower
temperature than the surface.

(3) Spatial structure was characterized by measuring the variance within an
adaptive moving window applied to each NDVI monthly composite image.
The size of the window was 3 pixels by 3 pixels. The moving window is
adaptive, which means that the texture value for each pixel is the minimum
local standard deviation value for all windows to which the pixel belongs.
This technique tends to preserve edges rather than enhance them (Woodcock
and Ryherd 1989). The output of this calculation is a texture image which
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quantifies the local heterogeneity of the image, and represents the variability
in vegetation quantities at the AVHRR LAC resolution, within a landscape
unit of 3.3 km by 3.3 km. The texture image was calculated from the
composite NDVI rather than from the T, data or from original AVHRR
channels, since changes in vegetation are central to most ecological processes,
and are more easily interpreted than changes in T, or in the reflectance of
individual channels.

4.4. Analytical procedures

The change vectors between the two hydrological years were calculated for all
three indicators and the images of the change vector magnitudes were compared for
the three indicators. To interpret the magnitudes of the different change vectors in
terms of change processes, the main directions of the change vectors in the multi-
dimensional temporal space were assessed by identifying the largest interannual
differences for each monthly period. In Lambin and Strahler (1994), a method,

based on principal component analysis, to identify mathematically these directions is
presented. In this paper, we shall restrict the discussion to the results which are
directly useful to assess the relative contribution of each indicator to change
detection and categorization.

5. Results
5.1. Change-wctor magnitude

For every pixel, the temporal vectors for the two hydrological years, calculated
from the monthly composites but excluding the August period, were subtracted from
each other, yielding a change vector. This calculation was performed separately for
the three indicators. The magnitude of the change vectors were displayed as images
for the three indicators. A density slicing of these images has been produced for the
NDVI (figure 3), T, (figure 4) and spatial structure of the NDVI (figure 5), based on

natural break points in their histograms. These figures provide a cartographic
representation of the intensity of land-cover changes between the two years.
Different intensities of change are represented on these figures:

(1) The white and yellow correspond to areas with, respectively, very large or
large interannual variations. For the NDVI and T, change images, these are
related to clouds that remained after compositing. For the spatial structure
and, to a lesser extent, the NDVI change images, it also corresponds to two
large lakes (Manantali in the centre and Selingue in the south-east, both in
Mali) which are characterized by large variations in water level between the
two years.

(2) The red corresponds to areas with medium land-cover change intensities.
They are restricted to some regions of the images and, on the NDVI and T,

change images, are spatially autocorrelated. Interannual variations in rainfall
distribution and vegetation phenology have probably led to differences in
biophysical conditions between the two years for those regions. For the
spatial structure change image, these pixels with a medium change intensity
have a more scattered pattern, with, however, a more frequent occurrence in
the south-west part of the image.

(3) The green and blue areas correspond to, respectively, low amplitude,

probably not significant, interannual changes, and the no-change category.



Figure 3. Density slicing of the change vector magnitude image for the NDVI. (Yellow: high
change intensities; Red: medium change intensities; Green: low change intensities;
Blue: no change).

Figure 4. Density slicing of the change vector magnitude image for the Ts. (White: very high
change intensities; Yellow: high change intensities; Red: medium change intensities;
Green: low change intensities; Blue: no change).

Figure 5. Density slicing of the change vector magnitude image for the spatial structure of
the NDVI. (Yellow: high change intensities; Red: medium change intensities; Green:
low change intensities; Blue: no change),
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The fact that these four categories of change are distributed in a spatially structured

and nonrandom fashion suggests that they correspond to real change processes
rather than to noise or computation artifacts, which would have been spatially
unstructured.

5.2. Processes of change detected by the three indicators
It is visually obvious that the change vector magnitude images of NDVI. T, and

spatial structure display independent types of information. This is confirmed by the
values of the correlation coefficients between these three images (table 1). The NDVI

and spatial structure change images are, to a certain degree, correlated (r= O 5),
which could be expected since the spatial structure data were derived by texturing

the NDVI data. But the correlation between the change images calculated from the
NDVI and T, data, as well as between T, and spatial structure of the NDVI data are
nearly zero. This suggests that the three indicators detect different processes of
change. Those will be compared next, looking at the indicators pairwise.

(a) NDVI and T,
There are two main differences between the NDVI and T, change images (figures

3 and 4). First, the NDVI and T, best detect remaining clouds from different montly
composites and located in different parts of the scene. The cloud formation in the

south-west part of the image, from the October monthly composite of the first
hydrological year, is clearly identified on the NDVI change image as part of the class

of highest intensity changes (in yellow). On the T, change image, it is measured as a
lower intensity change. On the other hand, the larger cloud formations in the
northern part of the image, from the June monthly composite of the second year, are
strongly identified by T, vectors (in white), but are not detected at all by the NDVI
change vectors.

This is one illustration of the complementarily between these two biophysical
indicators. In the October image the vegetation cover is at its peak greenness in the
southern part of the scene. The high NDVI values contrast sharply with the very low
NDVI over clouds (figure 6), leading to a good detection of these clouds as an
interannual change (figure 3). The T, over vegetation is minimum at that period, due

to the high rate of evapotranspiration of vegetation which increases the latent heat
flux and leads to a cooling of the surface. Therefore, on the T, image, the cold cloud
formations do not contrast as well as on the NDVI image with the background
vegetation and is only detected as a lower intensity change (figure 4).

Table 1. Correlation coefficients between the three change vector magnitude images.

Correlation coefficient

Between variables’ Between change vectors

NDVI – T, –055 004
NDVI—Spatial Structure of the NDVI 0.27 053
T,—Spatial Structure of the NDVI –031 –002

a Average correlation coefficient for all monthly composites (excluding August) for one
year.
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Figure 6, NDVI monthly composite for October, first year.

In the June image, the opposite situation occurs. The NDVI is at its minimum in
the northern part of the image, since the June monthly image of the second year is
mostly composed of values selected from an image recorded on 2 June, as the other
images from that month were severely contaminated by clouds. In early June, rains
are just starting in the northern part of the image, with not much vegetation activity
yet. Therefore, the low NDVI over clouds is not separable from the low NDVI of
the background. At the opposite, in June, T, is close to its maximum for this
northern area, leading to a saturation of the sensor’s signal (at 320 K, or 47”C).
These high land surface temperatures contrast very sharply with the low tempera-

tures of clouds (figure 7). As a consequence, those clouds are very well detected by
the T, as interannual changes but are not detected at all by the NDVI.

Secondly, when comparing the NDVI and T, change images, there are clear
differences in the location and spatial pattern of the category of medium change
intensities displayed in red. The nature of these differences may be assessed by
looking at the monthly difference images that account for the change vectors
magnitudes. For example, medium intensity changes are measured by the T, change
vector in the south-east part of the scene (figure 4), but are not detected by the
NDVI change vector (figure 3). On the T, change image, they appear as very large,
homogeneous red patches. By analyzing the monthly difference images, these
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patches are
temperature

Figure 7. Ts monthly composite for June, second year.

identified as corresponding to areas which have a much cooler
on the June monthly composite image of the first year (figure 8),

compared to the second year (figure 7). Since this period corresponds to the
beginning of the rainy season in the southern part of the scene, the cold surface
temperatures were likely caused by high rainfall during that month, which led to an
evaporative cooling of the surface. The NDVI monthly composite for the same
period and the same year does not show a consistently higher NDVI for this area.
This is in agreement with previous studies which have reported a marked time lag
between rainfall and NDVI of some weeks, particularly at the beginning of the
growing season (Malo and Nicholson 1990, Justice et al. 1991). This explains why
these cooler regions are not detected as change by the NDVI indicator. The NDVI
probably detects interannual differences in the next monthly period (July) as a result
of differential vegetation growth induced by the increased water availability. This
could not be verified since our data set ends in June and, therefore, we have no data
for July 1989.

In general, the T, indicator detects more ecological change in the northern part

of the scene, where the vegetation cover is low, than the NDVI does. This might be
explained by the fact that in the Sahelian region, the ecological dynamic is primarily

driven by rainfall at the beginning of the growing season, since soil moisture
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Figure 8. Ts monthly composite for June, first year.

availability is the main factor limiting vegetation growth. In the Sudanian zone
though, in the southern part of the scene, the vegetation cover is denser and rainfall
is less a limiting factor, even though rainfall distribution still plays an important role
in the ecosystem dynamic. As a result, most of the ecological dynamic is related to
vegetation phenology throughout the growing season, which is better indicated by

the NDVI.

(b) NDVI and spatial structure of the NDVI

As stated before, the NDVI and spatial structure change images are correlated to
a certain degree. They both show the largest amplitude of change in the southwest
part of the scene (figures 3 and 5). However, the low intensity changes indicated by
the NDVI change vectors in the centre and northern parts of the image (in green) are
not as well detected by the spatial structure indicator. An analysis of the change
vector components reveals that most of the interannual changes in spatial structure
can be accounted for by changes in the periods of vegetation senescence and
vegetation growth in the southern part of the scene, where the vegetation type is
open forest and tree savanna. At the spatial resolution of AVHRR LAC data, the
local variance measures change in spatial structure at the scale of the landscape.
Changes in fractional vegetation cover related to the different phonological stages of
the vegetation cover are indeed not detected at such a coarse spatial resolution.
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To help understand the relationship between interannual variations in spatial
structure and in NDVI, we have analysed the seasonal dynamic of the mean local
variance, for the two years, for two 40 pixel by 40 pixel areas (figures 9 (a) and (b)),
knowing that the time trajectories of NDVI follows closely vegetation’s phonological

cycle. The first area, from the southern part of the scene, belongs to a Sudanian
landscape dominated by tree savanna. The second area, from the northern part of

the scene, belongs to a Sahelian landscape, dominated by a herbaceous cover. The
following observations can be made when comparing these two graphs:

(1) Most of the year, the local variance is lower for the Sahelian subimage than
for the Sudanian sub-image.
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Figure 9. (a) Seasonal dynamic of spatial structure of the NDVI of a Sudanian landscape
(South); (b) Seasonal dynamic of spatial structure of the NDVI of a Sahelian
landscape (North),
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(2) There are few seasonal variations in local variance for the subimage
corresponding to the Sahelian landscape. A slight increase in spatial hetero-

geneity can be observed during the dry season for both years.
(3) For the Sudanian landscape, the spatial structure of the NDVI, at the

AVHRR LAC spatial resolution, displays a marked seasonality, with a

minimum spatial heterogeneity during the period of highest vegetation
development (September to November in that region).

(4) For the Sahelian subimage, the maximum interannual difference in mean
local variance is observed for the period of vegetation growth (June to
August in the north). For the Sudanian subimage, interannual differences are
larger and observed throughout the year, but with maxima in the periods of
vegetation growth also (May to August in the south) and vegetation
senescence (December to February). These are the same periods for which
the larger interannual differences were detected by the NDVI (Lambin and
Strahler 1994).

Thus, it appears that, for tree savanna landscapes, spatial structure varies with

the phonological state of vegetation, and therefore with the seasonality of the NDVI.
In contrast, in the Sahelian north, where the herbaceous stratum dominates the
landscape, the state of the vegetation has less influence on the spatial structure of the
landscape. This difference can be explained by the fact that in the Sudanian
landscape there are more topographic effects than in the north, the human
occupation of the land is more intensive and diversified, and the landscape is
intrinsically more fragmented due to the presence of valley bottoms, fields, Iateritic
duricrusts and open forests. This heterogeneity is masked when the vegetation is
fully developed throughout the landscape, but becomes apparent during the dry
season and at the periods of vegetation transition, when each vegetation type is at a
different stage of development or when the agricultural fields have been harvested
while the natural vegetation is still green.

Therefore, the spatial structure indicator is better at detecting interannual

changes in the seasonal ecosystem dynamic for spatially heterogeneous landscapes.
This explains why the spatial structure of the NDVI change vector detects about the
same changes as those detected by the NDVI change vectors in the southern part of
the scene, but does not detect as many changes as the NDVI does in the northern
part of the scene.

However, the real usefulness of a spatial indicator of changes probably does not
lie in the identiticaton of seasonal changes—a task that is better performed with the
NDVI—but in the detection of longer term, possibly anthropogenic processes of
change, which are likely to affect more drastically the landscape’s spatial structure.
This should be tested on longer-term time series on landscapes subject to significant
transformation of vegetation cover. To summarize, NDVI and the spatial structure
of the NDVI are slightly redundant as indicators of land-cover change, but this
study is unable to reveal the full potential of the spatial structure indicator, which is
to detect more fundamental changes in landscape ecology, such as those brought by
human transformation of the land cover.

(c) T, and spatial structure of the NDVI

Our analysis reveals that there is no correlation between the interannual changes
in time-trajectory of T, and the interannual changes in time-trajectory of the spatial
structure of the NDVI (table 1). This means that these two indicators detect
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of change, at the scale at which the spatial structure of the

surface is represented on AVHRR LAC data.

6. Discussion
(1)

(2)

(3)

The change vector analysis applied to NDVI, T, and spatial structure of the
NDVI data seem to be effective in detecting interannual land-cover changes
over a West African study area. A better knowledge of actual ground
conditions would be required to validate further our results. In any case, the
three remotely-sensed indicators used show a low degree of redundancy and
are independent.
There is also a strong complementarily between the NDVI and T, data for

the task of separating cloud formations from the surface background. In the
ecosystem conditions of our study area, NDVI data are better at detecting
clouds when the vegetation is at its maximum activity. T, is more effective
when there is no or little vegetation activity and the surface is warm.
However, overall. the T, data are a better discriminator of clouds than the
NDVI data since. in the two situations, clouds were detected, which was not
the case with the NDVI data. Therefore, these empirical results suggest that
it would be advantageous to apply the maximum value compositing tech-
nique on the T, rather than on the NDVI data, and to derive the NDVI

composite images by retaining, for each pixel, the dates selected by the T,
compositing. This preliminary conclusion should, however, be supported by
further analyses, taking into account atmospheric versus surface tempera-

tures in different conditions, directional reflectance effects and viewing
angles.
Recent studies have shown that there is a strong negative relationship

between NDVI and T, data (e.g. Goward er al. 1985, Nemani and Running
1989, Goward and Hope 1990, Carlson et al. 1990, Smith and Choudhury
199 1). As shown on figure 10. a negative correlation is also found for this
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dataset, in most of the monthly composite images. However, as stated in a
previous section, there is no correlation between the change vector magni-
t ude images calculated from NDVI and T, data (table 1). Neither is there a
strong correlation between the NDVI and T, monthly difference images
(figure 11), with the exception of the May and June months, which

correspond to the start of the rainy season in the southern part of the scene.
We can therefore conclude that, even though there is a negative correlation

between spatial variations in NDVI and T,, interannual changes in these two
variables are not correlated. This suggests that. in the specific ecological
context of our study area, the changes in NDVI and T, are driven by
different ecological processes. Variations in NDVI are largely driven by
changes in rates of vegetation activity, a seasonal and progressive process
with a high degree of temporal autocorrelation. No abrupt changes in the
seasonal development of vegetation are expected, unless exogenous events
such as drought, fire or anthropogenic clearing occur. In contrast, variations
in T, in semiarid or dry subhumid ecosystems, where the fractional vege-

tation cover is low, are mainly driven by rainfall events, leading to short-
term, erratic variations in soil moisture and evaporative cooling. The time
scale of variation of these two variables is therefore different, which explains
the lack of correlation betwee their patterns of interannual changes.
Among the three indicators which have been analysed in this study, spatial

structure will probably best reveal longer-term and longer-lasting changes in
landscape ecology, such as those related to the permanent clearing of natural
vegetation by human activity. Our results clearly demonstrate that the spatial
structure calculated from remotely-sensed data is not a static measure. Like
the NDVI or T,, it displays significant seasonal variation. Therefore, to
detect processes of change that alter the landscape ecology, it is essential to
compare the time-trajectory of spatial structure between different years
rather than spatial structure data derived from single dates. This is even more

i
-1.0 ~

JSONDJFMAM J

Month

Figure 11. Correlation between NDVI and ~ monthly difference images (excluding August),
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important for spatially heterogeneous landscapes. Further tests should be
conducted on this indicator.

(5) Different techniques can be used to integrate the changes detected by several
indicators. The most appropriate technique of integration depends primarily
on the goal of the study: unsupervised clustering to synthesize the
independently-derived land-cover change information, colour compositing to
display it in an analytic form. or separate analysis of the three change images
to sort out different processes of change. These are subjects of current
research.

7. Conclusion
The potential of vegetation indices, land surface temperate, and spatial struc-

ture to detect and categorize land-cover change has been analysed and compared.
The three indicators detect different land-cover change processes, which operate at
fundamentally different time scales, The time scale of variability of the processes

detected by the T, is short. Its analysis is limited by the compositing period. It
responds to short-term variations in energy balance. related to rainfall events and

changes in soil moisture. The NDVI detects interannual variations in processes
occurring at the scale of the season, such as vegetation growth and senescence,
though it can also detect abrupt changes in vegetation activity. Spatial structure is
more likely to detect long term processes related to structural changes in landscape
ecology. We therefore recommend that, whenever possible, the three indicators
should be combined for an accurate detection and categorization of changes in land
cover. Their combination should also improve the detection of changes due to
residual atmospheric cloud contamination. This ‘multi-information’ approach is
particularly easy to implement when, as it is the case with AVHRR, these different
indicators can be derived from the same sensor, i.e. at the same scale, temporal
frequency and viewing angle.

The analysis we present here is being developed in the context of the land-cover
change product to be provided by NASA’s Earth Observing System using the
Moderate Resolution Imaging Spectroradiometer (MODIS) (Salomonson et al.
1989). This instrument is similar to the AVHRR sensor in that it will provide
frequent temporal coverage of the earth, acquiring images on a two-day repeat. It
will acquire data in 36 spectral bands at spectral resolutions ranging from 250 m to
I km. MODIS is now scheduled for flight on both EOS-AM and -PM platforms, due
for launch in 1998 and 2000. respectively.
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